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We have presented a method for modeling polarization in hybrid QM/MM calculations. The method, which
expresses the induced dipoles as a set of “induced” charges, is based on the induced dipole approach and
methodology for calculating potential-derived point charges from distributed multipole series. The method
has the advantage that the same methodology can be used to determine the induced charges and the potential
derived charges and so both sets of charges are rigorously defined within the same framework. This underlying
link with the wave function makes the method particularly suitable for use in hybrid QM/MM calculations.
Here we assess the importance of explicit polarization in the classical part of a QM/MM system with regard

to improving the classical description and the consequent effects on the quantum description. The main
advantages of the induced charge approach are that the method is readily interfaced with quantum mechanical
methods and that induced charges are more readily interpreted than induced dipoles. The ease of interpretation
is illustrated by analysis of the charges involved in dimeric and trimeric hydrogen bonded systems. The
method for treating the MM polarization has been validated by a regression analysis of the charges induced
in both the QM and MM systems against those derived from full quantum mechanical calculations. The
method has also been validated using two energy decomposition approaches, which show that MM polarization
makes a significant and reliable contribution to the @MMM interaction energy in a hybrid system. The
distance dependency of the induced charges is investigated in calculations on methylsuccinyl-Ala-Ala-Pro-
Ala chlormethyl ketone interacting with human neutrophil elastase and propranolol interacting with asparagine

residues in a model of th@,-adrenergic receptor.

Introduction the classical part and from the perspective of its influence on

Hybrid quantum mechanics molecular mechanics (QM/MM) e quantum part. _ - _
method3 offer much potential in modeling, particularly Stone ha; presented a rigorous theory for describing polariza-
because they offer a strategy for calculating the energetics oftion*” that gives excellent results on small molecété$ but,
an enzyme catalyzed reactiémi® They also offer a parameter-  theé method is not readily applicable to large biomolecular
free approach for studying both the conformation and the Systems. For such systems, the usual simplification is to assign
polarization of a quantum mechanical ligand within a classical POiInt chargesq, and isotropic scalar polarizabilities, to the:
enzyme. In some cases, the polarization has been shown to play2toms; here, as elsewhefe'! we used the isotropic atomic
a key part in priming substrates for reactf¥:20Such effects polanngmtles of Miller and Savchﬁ@ The field, E, dug to
cannot normally be observed with current molecular mechanics the point chargesg (and the induced dipoleg), then gives

force fields that are in widespread routine use (e.g., AMBER, rise to induced dipolegy, via
OPLS2%5-28 CHARMM?29-3Y) as polarization is usually included
implicitly rather than explicitly. Moreover, the advantages of pu=ak 1)

hybrid QM/MM methods are not restricted to enzyme reactions

but can also be applied to inorganic systems such as transitionThe induced dipolesy, modify the field,E, and so eq 1 is
metal Comp|exe§2_—34 Here we describe a method for explicitly usually solved by iteration, but considerable improvement in
including polarization in classical force fields that can be readily accuracy can still be obtained without iteratiért* and hence
interfaced with quantum mechanical methods. It is allied to the With consequent savings in CPU time. The dipaleand the
method of deriving atomic charges (monopoles) from the field, E, are shown in bold to denote that these are vector
quantum mechanical electrostatic potefti@nd is therefore ~ quantities: this increase in complexity inevitably adds a high
compatible with many of the force fields in current 338We computational overhead to the calculations and also makes them
assess the importance of polarization of the classical part of amore difficult to interpret. Nevertheless, the method has been

QM/MM system both from the perspective of better representing applied to a number of systems, notably wéfep! Kollman
and Hemmingsen have shown that polarization may be essential
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TABLE 1. Comparison of B3LYP/DZVP Potential-Derived essentially potential derived charges in which the potential is
Charges? Mulfit Charges®® and Mulliken Charges!® for the determined from a distributed multipole analysis up to hexa-
Pathological Case of [Zn(HO)d]. decapole in a spherical shell around the multipole center. The
q(MEP) q(Mulfit) q(Mulliken) optimal charges that reproduce this potential on the multipole
zZn 9.236 —-0.012 1.082 center and the atoms bonded to it are determined using an

) —2.178 —0.768 —0.361 analytical procedure that avoids the use of a numerical grid.
H 0.486 0.385 0.257 Because the atomic charges are linked to the multipole expan-
aThe molecular electrostatic potential (MEP)-derived charge method sion on the same atomic center (and those bonded to it), the
fails on the buried Zn atom. method does not suffer problems with ill-defined charges as

may occur with other implementations of the potential-derived
Approaches to polarization based on fluctuating charges, thecharge metho@83-86 A catastrophic failure of the standard
related chemical potential equalization model and the Drude potential-derived charge method is shown for [ZsQht]2" in
oscillator mode¥"¢7 offer much potential for studying biomo-  Table 1. Here the potential was calculated from the distributed
lecular systems because the polarization is handled at the poinfmultipole expansion of the GAUSSIARwave function using

charge level and so the computational overhead is sihattirk  ORIENT®® at a surface of 955 randomly distributed points on
for mcludlg_g?othese methods in hybrid QM/MM methods is 3 surface at twice the van der Waals radius. Such failures depend
underway: on the surface chosen and arise partly because atoms distant

We have followed an alternative approach to polarization. from a center contribute toward the potential in its vicinity and
Previous_ methods for calculating potential-derived point these failures are most noticeable for buried atoms such as the
charge®’1-"2from a distributed multipole analysis (DMA)4 Zn in Table 1: there are several such atoms in this study. We
are used to express the induced dipole, derived from eq 1, as &ote that the RESP and related charge fitting proce8t#2&
set of “induced” charges on the atom carrying the isotropic 350 avoid unrealistically high values for charges but require
polarizability, o, and those bonded to it. The method has the gyira constraints, unlike the methodology described here.

advantage that the same methodology is used to determine the For each system in this study, one of the molecules was

induced charges and the potential derived charges and so bOtr<]1Iescribed uantum mechanically and the remainder described
sets of charges are rigorously defined within the same frame- d y

work. The link with the wave function is therefore retained and classically. The polarized wave function anq the i.nduced.charges
this offers both compatibility with hybrid QM/MM methods and on the classical atoms were calculated |ter_at|vely. First, the
the option to derive charges (and other parameters) unambigu-monomer charges were assigned on the cla§3|c_al (MM) mo_Iecu_Ie
ously from the wave function. This point is important because and these charges were used as a perturbation in the Hamiltonian

: : 5
many force fields are parametrized against total energies Withoutto pqlarlze the quantum mechamca] (Qm) enﬁ%y? The .
a rigorous attempt to meaningfully separate the energy Com_c_lassmal molecules were polarized via eq 1, W|th the el_ectrlc
ponents. The method has been implemented in a fully ciassicalfi€ld at the MM atoms due to the QM entity potentially
framework! and an application of the method to the iodine calculated by one of two methods. The first is calculation of
oxygen nonbonded interaction in dimethyl-2-iodobenzoylphos- the field directly from the wave function using GAUSSIAN.
report of the ability of the hybrid QM/MM method to reproduce AN and expressed as a distributed multipole analysis using
the electronic distributions in the classical and quantum com- GDMA 1.3 The field was then calculated from this multipole
ponents of a number of small hybrid QM/MM systems, and Series using ORIENT 4. For both of these approaches, the
introduce some of the issues that may be relevant for calculationsinduced dipoles on the MM entity were calculated using eq 1

on large systems. and expressed as induced charges using the mulfit technology
described abov#:4159.71.72Both methods gave essentially
Methods equivalent results but the second method was quicker and was

_ o ~used for all the results reported here. The induced charges were
nonbonded complexes that were sufficiently small to be studied the original charges as the perturbation to the Hamiltonian. This
using full quantum mechanical calculations. The B3LYP density regyited in a new wave function, new fields and new induced
functional methoth was used to determine the energies and cparges. The procedure was iterated (typically for 4 iterations)
optimized geometries, primarily because charge distributions il the value of the induced charges converged. As imple-
derived from density fgunctlonal wave functions do notinclude enteq here, the method does not readily permit the calculation
polarization implicitly”® but also because the B3L¥P method ¢ analytical gradients, but this limitation has been removed in
can give a good descrlptloq of hydrogen pondﬁﬁ@,as long a related methdd that uses an alternative approach for
as dllspersmn.effects are not |mporté9n(\ relatlvgly large TZVP. converting induced dipoles into induced charges and is therefore
baS|s_ set of triplef plus polarization quality de3|gned for de_n_s_lty more suited to geometry optimization and molecular dynamics.
functional calculation®8was used because of its compatibility . ] o .,

To avoid the “polarization catastrophe”, we followed the

with density functional calculations and because its large size .
should help to minimize basis set superposition efféotehich procedure of not allowing atoms separated by 3 bonds or less
to polarize each other. A less obvious problem, which can be

were estimated using the counterpoise correci¢gRor the zinc - g
complex, [Zn(HO)g)2+ (Table 1), a related DZVP basis &t corre_ct_ed for, is the corrupyon of the monomer charges by the
was used because the TZVP basis set is not available for zinc;Polarizing effect of atoms in the same monomer dhitiere

the DZVP basis set was also used for the large protease ligand)this was not a major problem and was ignored.

Symmetry was not rigorously applied, because it is rarely useful ~ For the trimeric systems, two approaches to the polarization
in biology, and so some charges may differ slightly even though were employed. In the first, only the field from the QM entity
they appear to be in identical environments. The charges werewas used in the calculations. In the second, the two MM entities
determined using the mulfit methodologi’!72 These are  were also allowed to polarize each other; here the field at MM
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entity 1 due to the QM entity was augmented by the classical (1a) —— (1b)

field (again calculated using ORIENT) due to MM entity 2 (and 0.398 0.381 0.381

vice versa). H _— )-l e 0379
A simple energy decomposition scheth® was applied to  ozs1 '\ H---O o 0378 H -0.761 H

the fully optimized complexes to determine the quantum 3 P, ( gm | prid |

mechanical electrostatic and polarization energy so that the 0781 gy 0777 H 2 e

energetic contribution of MM polarization to the polarization o8 loam UM e He .o s-ha

of the QM entity within the hybrid system could be assessed. (1c) 0482 208 o0t Qg q,?ml o781

Let E; be the gquantum mechanical energy of the isolated gryr D0 ST s S i

monomer and let its wave function be used as the guess for theo a1 by -0.844 ) HH

wave function in the hybrid QM/MM calculation. Leg, be 0.380 o0 e e Odot

the energy at the end of the first SCF cycle d&hdhe energy L H\ - Hs.. _ H s g e

when the SCF process has converged. The monomer charge (0] Oc '

are then incremented by the induced charges and used in the e ¢ / 0381

Hamiltonian andz, is the energy at the end of the SCF process 0465 H ‘,H e

when this wave function has converged (i.e., after the first o \O-" 0.390 Ean 0.381

iteration).Es is the corresponding energy at the end of the SCF / Blwo (1d) 0441 g ol

process after 4 iterations. Under these circumstariges, E; ) H o 0.3%0 -0.853 0.388

is the electrostatic energy a4 — E is the SCF polarization s o H o H

energy. Taken with the self-energy correction (see below), e b el A 4

E4 — Ez gives the MM polarization energy after 1 iteration and i B o o84, 048 B

Es — E4 gives the additional MM polarization energy after the 0383 08 TV L !

iteration has converged (i.e. after 4 cycles). In all cases, iteration sl i

. . . 0.383
refers to iteration of the induced charges and not to SCF cycles.Figure 1. Atomic charges for (a) the water dimer, (b) the anticoop-

The self-energyEser, is the energy required to create the erative water trimer, (c) the cyclic water trimer and (d) the linear
induced charges. Ferenczy and Reyntids/e two alternative cooperative water trimer. The order of the charges from top to bottom
ways for calculating this correction within a purely classical s () QM monomer charge, (ii) full QM complex charge, (i) MM
framework. p(_)larlzed charge_ 1, (iv) (trimers only) MM polgrlzed charge 2 (i.e.,

with the alternative monomer as the QM entity. The order of the
classical charges (iii) and (iv) is ABC, so if C is the molecule under
ind_tot focus, the order of the MM charges is for A as QM followed by B as

1
Eserr = Z —0q (2a) QM; the molecules are labeled by a subscript on the oxygen atom.).

24 ij The charges did not include the classical correction (as is apparent from
the disparity at some positions between (iii) and (iv)) and were obtained
1o after one iteration.
Eserr == Z o (2b)
24 Results and Discussion
Here the more common method of calculatiBgy from the Qualitqtivg Analysis of the Induged Charges.The .results
electric field, E;, and polarizabilitiesg, at the MM atomsi, are readily illustrated by calculations on water dimers and

(2b), overestimates the correction as it assumes isotropicliMers, as shown in Figure 1. The anticooperative water trimer
polarization and so here we used the QM/MM analogue of eq (1b) shows the least increase in polarity, followed by thg dimer
(2a) which, as in equations (2a) and (2b), gives the MM (1@), the linear cooperative trimer (1d) and IasF 'the cyclic water
polarization energy as half the total polarization energy calcu- nmer (1c). The results for the full set of t_he add|t|(_)nal r_nole_cules
lated in the absence of the self-energy calculation. (Figure 2 plus the A-T and A-U ba_se pairs) are given in Figures

. . S1-5S. These charges are the simplest that can be calculated
thévlar:rlﬁjergaégir?gvi?%’&?:S(';'X'r\]/lEgz’gyﬁga:?igfg fg under the schemes presented here as they were calculated after

d . h larizati t th | 1 iteration and did not include the classical correction to the
etermine the polarization component of the total quantum gey The systems studied here interact through hydrogen bonds
mechanical interaction energy. This program partitions the

; . L and so the qualitative power of the method can be seen by
energy into an electrostatic, polarization, charge-transfer, ex- analyzing the charges on the oxygen and nitrogen atoms that

changg repulsion and a contribution (te(med "ml?‘(").tf’lyat cannot (a) donate hydrogen bonds (Table 2), (b) receive hydrogen bonds
be assigned to any of the other categories. The “mix” term wWas (tapje 3) and (c) donate and receive hydrogen bonds (Table
added to the counterpoise correction to give an upper limit to 4). Table 5 shows that the charges usually converged after 3
the error in the polarization component. The Morokuma energy cycles of iteration, particularly for atoms not involved in

.decompositi.on analysis QOes not give a unique partitipning put hydrogen bonding. Indeed, the rapid convergence for many
it does provide a useful independent benchmark against which51oms suggests strategies for reducing the computational effort
the QM/MM calculations can be assessed. For this reason, Somenpat will be investigated further below. Initially, however, in

of the QM/MM calculations were also performed at the Taples 2-4, we concentrate on the charges determined after
Hartree-Fock level using the same TZVP basis set, or the fyl jteration with the classical correction to the field.

6-31G* basis sét for the propranoloi,-adrenergic receptor Some of the systems presented below display quite subtle
system, because this basis set or a similar one is usually usecffects that arise because of the interplay between different
for such applications in biology). hydrogen bonds. For example, in the water trimer in Figure 1b,

The statistical analysis was performed using SPSS *1.5; the outer water molecules polarize the central molecule via the
in all determinations of andt the probability that the results  same oxygen atom. Vectors drawn from the central oxygen to
arose by chance was given as 0.000 and so is not reported belowthe hydrogen-bonding hydrogen atoms of the flanking water
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TABLE 3: B3LYP Atomic Charges on Hydrogen Bond

c=—o0 \c/ Accepting Heavy Atomg$
H \‘\H || monomer quantum induced
\ o atom charge charge charge system
o H H H H O -051 -055 -056 waterformaldehyde
H /s \o/ \0/ anticooperative trimer
) (0] -0.51 —0.53 —0.54 water formaldehyde dimer
°) H H o —0.76 —-0.78 —0.84 water dimer
H \ H 2d) H l H 0 -0.76 —0.78 —0.88 anticooperative water trimer
N/ N/ o) -0.76 —0.79 —0.86 cooperative water trimer
¢ H N O —-066 —066 —0.70 methanoldimer
\ H \\ \ @) —-066 —0.68 —0.71 linear methanol trimer
P H p—C O H O -061 -067 -066 OCofT
H H /_w Ny H H /_n O -060 —067 —0.65 OofU
\O/C\ I \o/c\ N —0.70 —-0.77 —0.78 NlonAinAT
H H H N -0.70  —-0.79 —0.78 N1onAinAU
20) H aThe other details are as for Table 2.
H
H H / TABLE 4: B3LYP Atomic Charges on Heavy Atoms that
>c\  o—CT H Donate and Accept Hydrogen Bond%
H 0 | A H monomer quantum induced
H H atom charge charge charge system
\0/ o —0.76 —0.85 —0.92 cooperative water trimer
H / (6] —-0.76  —0.87 —0.90 cyclic cooperative water trimer
\/C o —0.66 —0.72 —0.76 linear methanol trimer
n N —0.66 —0.73 —0.76 cyclic methanol trimer
H

a .
Figure 2. Additional molecules under study; the A-T and A-U base The other details are as for Table 2.

pairs were also studied in addition to the oligomers shown here. TABLE 5: Variation in Charge with Iteration for Atoms of

the Water Dimer?

atoms monomer first

TABLE 2: B3LYP Atomic Charges on Hydrogen Bond
Donating Heavy Atoms

second third fourth fifth

Left Water of Water Dimer

monomer quantum induced

O —0.761345—0.83582 —0.834&6 —0.83489 —0.834891—0.834891
atom charge charge charge system H  0.380775 0.387739 0.38168 0.381663 0.381663 0.381663
O —0.76 —0.81 —0.79 water formaldehyde H  0.380680 0.451842 0.453D1 0.4532Z7 0.453228 0.453228
anticooperative trlmer Right Water of Water Dimer
o) —0.76 ~ —0.80 —-0.81 water formaldehyde dimer O —0.761345—0.83521 —0.83937 —0.839325—0.839325—0.839325
0 -0.76  -0.83 —0.83 waterdimer _ H  0.380665 0.419106 0.419®7 0.419812 0.419812 0.419812
(o) —0.76 —-0.81 —0.81 anticooperative water trimer H  0.380680 0.41915 0.419%9 0.419513 0.419513 0.419513
(@] —-0.76 —0.84 —0.85 cooperative water trimer . .
0 —066 —-0.70 —0.74 methanol dimer ~ #The numbers that do not change are shown in bold; atoms involved
0 —0.66 —0.72 —0.75 linear methanol trimer in hydrogen bonding are also shown in bold.
“ :8-28 :8-22 :8-2? mg 8; -Lrj on 'ZL charges), followed by the dimer and then the cooperative trimer.
N —053 ~058 —058 N ofAinAT (or AU) This effect is well reproduced by the induced charges. A similar

_ _ o increase in polarity in the methanol trimer over the dimer is

# For the trimer systems, the induced charge calculations incorporatedagain well reproduced. The ability of formaldehyde to polarize
the classical correction. The charges reported are those obtained aftelé1 water molecule is generally less than that of another water
four cycles of iteration but are generally the same at 2dp as those g . - -
obtained after 1 iteration. For the trimer systems, as there are threemOIECUIe and this is refleCted \{vel! in the Ch{;mges in the induced
ways to select the monomer to be treated quantum mechanically, it is charges. The change in polarity in the anticooperative formal-
possible to report two induced charges for each atom, one for eachdehyde water heterotrimer compared to the dimer is minimal
QM monomer. However, with the classical correction (but not without), because the polarizing power of the formaldehyde is split

these values are largely the same at 2dp and so the common value igetween the two water molecules. For the base pairs, the increase

reported in Tables 24. However, in a few cases where there are ¢ 45 in charge on Nand N3 of A and T (or U) is well
multiple equivalent values, e.g., FWW, a consensus is reported (but in reprodu.ced

Table 6 all values are used). . .

Hydrogen Bond Accepting Heavy Atoms The induced
molecules are essentially opposed to each other. In somecharges on the hydrogen bond accepting oxygen and nitrogen
respects, therefore, the hydrogen bonds are working against eachtoms given in Table 3 generally increase in line with the
other and the hydrogen bond system is termed anticooperative quantum mechanical charges. The increased polarity in the water
In contrast, in (1d), the corresponding oxygen to hydrogen and methanol trimers over the water and methanol dimers
vectors point in the same direction. In this system, (1d), the (respectively) is well reproduced as is the increase in polarity
hydrogen bonds re-enforce each other and the hydrogen bondor the water formaldehyde heterotrimer over the corresponding
system is cooperative. These effects are magnified in the cyclicdimer. There is a greater tendency to overestimate the charges
cooperative systems in Figures 1c and 2e. Similar effects work in hydrogen bond accepting oxygen atoms compared to the
to re-enforce the two A-T and A-U hydrogen bonds in the base hydrogen bond donating oxygen atoms; this is partly due to
pairs (Figure S5, Supporting Information). the inherent deficiencies of the point charge approximation and

Hydrogen Bond Donating Heavy Atoms.Table 2 shows partly due to the method of distributing an induced dipole over
that for the water oligomers, the anticooperative trimer generally neighboring centers. However, the comparatively larger increase
has the smallest increase in polarity (as shown by the quantumin polarity of O* in U and T is well reproduced.
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0.67 TABLE 6: Regression Analysis,Y = mx, Wherey Is the
0.71 B3LYP Atomic Charges from the Full QM Calculations and
-0.08 0.66 -0.08 x Is the Approximation to This2
88; 0.66 gg; it. class. std
005 -0.05 row system N no. cor R* dev F m om t
s, 1 monomer 33 0.998 0.032 13890 1.096 0.009 118
2 QM/MM 33 0 — 0.999 0.019 37663 1.009 0.005 194
M .., M M 3 QWMM 33 1 x 0.999 0.021 32073 0.997 0.006 179
: 4 QMW/MM 33 4 x 0.999 0.021 31915 0.997 0.006 179
5 QW/MM 33 1 4/ 0.999 0.020 34588 0.994 0.005 186
. - 6 QM/MM 33 4 / 0.999 0.020 34804 0.992 0.005 187
H\ /H H\ /H 7 QM/MM 66 1 x 0.997 0.033 27505 1.021 0.006 166
0.38 O 038 8 QMMM 66 4 x 0.997 0.032 26877 1.019 0.006 164
0.37 0 a1 041 05 0.38 9 QMMM 66 1 +/ 0.999 0.025 45145 0.975 0.005 212
037 . 41 i P 0.37 10 QMMM 66 4 +/ 0.998 0.026 41125 0.964 0.005 203
-0.79 : 0.37 -0.79 0.38
0.37 -0.78 H 041 .0.75 0.37 2 The simplest approximation is the monomer charges. Wkése
-0.78 -0.78 the quantum charges in QM/MM systems, they are denQeiMM,
s whereas the induced charges are denoted N(W!/ The classical

Figure 3. Repu]sive H-H interaction that can give rise to anomalous correction (“CIaSS. Corr”) to the field is defined in the methods section.
induced charges unless the classical correction is applied. The order ofThe number of compounds and the number of iterations of the induced
the charges is as follows. Top row monomer, second row full QM charges (‘it. no.”) is also given.

(bold), third row no classical correction, fourth row with classical

correction. For the quantum part (denoted QM), all charges are QM Effect of the '”duce‘?' Charges on the QM SystemThe i
charges; For the classical part (denoted MM) only first 2 rows are QM €ffect of classical polarization in the MM entity on the atomic

charges. All charges are fully converged, i.e., after 4 iterations. charges that can be calculated for the QM entity using mulfit is
less marked as they are already polarized through the SCF
Hydrogen Bond Donating and Accepting Heavy Atoms. process and so the additional polarization is small. In Figure 3

The increase in the charge on the atoms in Table 4 that accepthere is no effect visible at 2d.p. in the charge on the quantum
as well as donate hydrogen bonds is greater than their oxygen atom, and a small increase of 0.1 in the charge of the
counterparts in Tables 2 and 3, and this increase is reproducedjuantum hydrogen that donates a hydrogen bond (regardless
well by the induced charges. The polarization effects in the of whether the classical correction is included or omitted). The
cyclic systems appear to be more additive than in the acyclic effect of MM polarization in improving the QM atomic charges
systems according to the QM calculations but not according to can be detected by regression analysis of the charges, as shown
the QM/MM calculations. However, the greater polarity in the in Table 6, but the effect on the energetics of interaction is more
cyclic systems may be supplemented by greater basis Setnoticeable'because Fhis involves both the QM and MM atoms.
superposition effectsthe counterpoise correction is certainly ~ Regression Analysis of the Induced and Quantum Charges.
larger for the cyclic systems (3.8 kJ mélcompared to 3.2 kJ  Using atomic charges from the full QM calculations as a
mol-1 for the cooperative water trimer and 5.0 kJ ol benchmark, regression analysis has been used to assess whether
compared to 3.9 kJ mol for the cooperative methanol trimer). MM polarization improved charges on the key atoms involved
Under these circumstances there is probably some uncertainty" the trimer interactions, as discussed above, for both the QM
in the benchmark quantum calculations (despite the use of a€Ntity and the MM entity. For the acyclic water trimers, these
large basis set to minimize the basis set superposition error).he% atgms are the cgnftral EHOHP atoms thr?t fl?rm the linear
Nevertheless, the general conclusion to emerge from Tablds 2 - on arfrzng?_'ment, or E:e l():yc I(I: trm;)erst € ely at_omls dars
is that the induced charge method gives a good qualitativet € ring o groups. L-arbonyl carbons are aiso include
reproduction of the charge distribution in the MM part of the as key atoms. 'I_'he_results are given in Table 6. Trimer formatl(_)n
systems presented in Figures-S35 results in polarization of the monomers, and this is reflected in

. . . . the regression coefficienty, taking a value greater than +0
Importance of the Classical Correction to the Field.Figure the value of~1.1 (row 1, Table 6) suggests an increase in
3 shows qualitatively why it is advantageous to include the polarity of ~10%. The QM/MM charges in the QM entity

classical correction to the field for certain configurations. Here . relate much better with the QM charges: the coefficient drops
a classical formaldehyde accepts a hydrogen bond from thefom ~1.1 to~1.01 (row 2), which is much nearer the ideal
quantum water (and the classical water). Though the classicalyajye of 1.0, even without MM polarization. One iteration of
water does not donate a traditional hydrogen bond to the pojarization of the MM charges takes to a value of 0.997
quantum water as the distance is too great, it still presents a(row 3), which is even closer to the ideal value but subsequent
hydrogen toward the quantum hydrogen. The polarizing effects jteration does not result in more improvement of the QM charges
of the quantum water minimize this mildly repulsive--HH (row 4). If the classical correction is applied to the polarized
interaction by reducing the charge on the classical hydrogen pmm chargesm for the QM charges drops marginally to 0.994
from 0.38 to 0.37 (third row in Figure 3); there is an anomalous (row 5, 1 iteration) but theF value increases. Subsequent
decrease in the polarity of the oxygen atom<t0.75) and an jteration (row 6) improve§ andt marginally but also reduces
increase in polarity from 0.37 to 0.38 for the other hydrogen. m marginally.

In reality, the hydrogen bond with the classical formaldehyde  Similar improvements are seen in the MM charges. One
should result in increased polarity. This effect can be incorpo- iteration in the absence of the classical correction seesop
rated via the classical correction to the field and here this resultsfrom ~1.1 (row 1, monomer charges) al.02 (rows 7 and 8),

in an increase in charge on the hydrogen from 0.38 to 0.41 which again is nearer to the ideal value of 1.0. Application of
(fourth row in Figure 3), which agrees with the full quantum the classical correction sees m drop frer.1 to 0.98 (row 9),
mechanical calculations. For this reason, all of the results in giving a similar improvement im, but this is accompanied by
Tables 2-4 included the classical correction. a more notable increase kfhandt. The results after one iteration
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TABLE 7: Standard Statistical Descriptors for Regression Analysis on Hartree-Fock (HF) and B3LYP QM/MM Dimer
Interaction Energies Using the EquationE, = MEmenod, Where E; is the Energy Calculated Assuming “Perfect Polarization”
(i.e., Using Charges Derived from the FuIrQM Calculations) andEnetod is One of the Methods below, i.e. with 0, 1 or

4 |terations
HF method B3LYP method
0 iterations 1 iteration 4 iterations 0 iterations 1 iterations 4 iterations
R? 0.999 1.000 1.000 0.999 1.000 1.000
std dev 1.86 0.99 0.95 1.81 0.94 0.91
F 6162 21716 23568 6023 22309 23839
m 1.104 0.983 0.976 1.106 0.985 0.978
om 0.014 0.007 0.006 0.014 0.007 0.006
t 79 148 154 78 149 154
(row 9) are superior to those after 4 iterations (row 10). 80 -

However, it should be noted that although the visual analysis

in Tables 2-4 and the regression analysis in Table 6 provides 70 -
evidence that the atomic charges are polarizing in a meaningful

way, perfect agreement with the quantum mechanical charges g -
cannot be expected for two reasons. First, it is well-known that _
atomic charges are not rigorously defined within quantum s 5 -
mechanics. Second, the partitioning of an induced dipole at an_E,
atomic center onto the neighboring centers inevitably means < 40 1
that the regression cannot be perfect, and this is the reason 5
tends to move further away from 1.0 on subsequent iteration. 2 5, |
For this reason, the true test of the method is not how well it W
reproduces changes in the atomic charges, though this can be
useful for gaining chemical insight, but how well it reproduces
the energetics.

Electrostatic and Polarization Energies.The atomic charges
determined by the full QM calculations can be taken to represent
the “definitive” result that would occur if the polarization 0 20 40 60 80
process worked perfectly. Clearly the phrase “definitive” needs Energy / kJmol”
to be used with caution, as basis set superposition effects are_ ) ) )
not zero despite the use of a large basis set, but is cIearIyF'gure 4. Relationship between the B3LYP QM/MM electrostatic plus

. olarization dimer interaction energy determined using “perfect”
reasonable to set these calculations as the benchmark for QM{;olarization and that determined using polarization modeled using

MM calculations performed with the same functional. The indyced charges. The line for equality between the two methods is
B3LYP electrostatic and polarization energies resulting from indicated by short dashes. The results for QM/MM with no MM
this process are compared to those determined with no MM polarization lie above the ideal line and are indicated by squares and
polarization and those determined using MM polarization, with a solid line. The results for one iteration of MM polarization lie slightly
and without iteration for the dimeric systems in Figure 4. Despite ?ﬁf\;veg:ﬁtsldfi?lfcl;gfi taerr]gtiiges I(r)]fdll\ji/tlego%i;getlig%l?iz 2ﬁgh3ysfc:JL?hleI?e-
the inherent polarity of I_-|artreeFoc_k wave functions, Table_ 7 . _below the ideal line and are indicated by crosses (which are generally
shows that the regression analysis for the B3LYP energies in gpscyred by the triangles) and long gray dashes.

Figure 4 and the corresponding Hartrdeock energies (not

shown) are essentially identical. Here we merely note that the polarization, all four MM polarization schemes in Figures 4 and
marked polarity of HartreeFock wave functions with small 5 give rise to correlations that lie close to the® 4fegree ideal
basis sets is much less marked for large basis sets and this idine. It would seem reasonable to conclude that only one iteration
probably the origin of this equivalence. For this reason, the is required and that the classical correction is desirable but not
corresponding HartreeFock results for the trimer systems with  essential. Indeed, in a similar implementation of this approach
and without the classical correction are shown in Figure 5. The designed for molecular dynamics simulatidésye note the
results in Figures 4 and 5 and Table 7 clearly show that the liquid water oxyger-oxygen radial distribution function was
QM/MM electrostatic and polarization energies with no MM  well-reproduced without iteration.

polarization underestimate the “definitive” energies by about = Comparison against Morokuma Energy Decomposition
9—12% (as judged by the slope of the best-fit lines, which is Analysis. A comparison of the QM/MM polarization energy
~1.105). With MM polarization and four cycles of iteration, with that calculated for the dimers using Morokuma energy
the dimer electrostatic and polarization interaction energy is decomposition analysis is given in Figure 6 (optimized geom-
overestimated by about 2.3%, or 1.6% with just one iteration etry) and Figure S6 (optimized geometry extended by 1 A).
(the slopes are-0.977 and 0.984, respectively). The results for The molecules are indicated on thaxis. Several general trends

1 iteration are not shown in Figure 5 as the line is too close to that emerge from these calculations can be seen by analyzing
the line for 4 iterations. Because the results with and without the results for the fully optimized water dimer denoted WW
iteration are essentially equivalent, there is little to be gained (Figure 1a and Figure 7a). First, the QM/MM polarization
by iteration and indeed the results without iteration are actually energies are in good agreement with the Morokuma energy
slightly superior as well as taking just 40% of the time. For the decomposition analysisindeed in all cases in Figure 6 and
trimer systems without the classical correction, the interaction Figure S6 the agreement is within the error bars and is usually
energy is underestimated by about 2.9%, but with the classicalwell within the error bars. Second, there is a difference between
correction the error decreases to a slight 0.8% overestimate. Inthe QM+ MM and the MM+ QM results; the superior results
contrast to the QM/MM interaction energies without MM are obtained when the H-bond donating water of Figure 1 is
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polarization trimer interaction energy determined using “perfect’

polarization and that determined using polarization modeled using

induced charges. The results for QM/MM with no MM polarization
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=%

lie well above the ideal line (short dashes) and are indicated by squares

and a solid line. The results for QM/MM with full MM polarization (4
iterations) but no classical correction lie slightly above the ideal line

(short dashes) and are indicated by triangles and a solid line. The results

for QM/MM with full MM polarization (4 iterations) and classical

correction lie just below the ideal line (short dashes) and are indicated

by crosses and a solid line.
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Figure 7. Water dimer orientations used for the Morokuma energy
decomposition analysis. (a) WW, the fully optimized geometry as in
Figure 1a. (b) QQpl, as in (a) but constrained to be planar. (c) QQpp,
the H-bond donating group was constrained to approach perpendicular
to the plane of the second water at an intermolecular distance equivalent
to that in (a).

QM part is also not fully polarized. For the same reason, the
combined MM polarization energies slightly overestimate the
effect. The induced dipole approximation greatly overestimates
the effect, but unlike the overestimation in the combined MM
polarization energies, this is not due to an arbitrary partitioning.
In a previous article on induced charges, we regarded the
induced dipole approximation as a superior model and assessed
the induced charge model by how well it reproduced the induced
dipole polarization energi¢d.Generally, the induced charge
model reproduced a fraction of the polarization energy, which
in most orientations was adequate but was low for a water dimer
where the second water approached from a direction perpen-
dicular to the HOH plane (as in Figure 7c). Figures 6 and S6

decomposition analysis, QM/MM methods and classical methods. W suggests that the induced charge model may actually be superior
denotes a water molecule, F denotes formaldehyde, M denotes methanolto the induced dipole model, which does not always agree to
A denotes adenine, T denotes thymine, and U denotes uracil. Perpenithin the error bars of the Morokuma energy decomposition
dicular attack of water in the WW dimer is denoted pp, ppQ denotes analysis. The induced dipole model is inherently isotropic

addition of off-atom point charges and pl denotes a completely planar
system. The order of the bars is given in the key: Morok Pol denotes

polarization from Morokuma energy decomposition, Qi MM

denotes that the polarization energy is the sum of the SCF polarization

energy for monomer A plus the MM polarization energy for monomer
B. MM + QM denotes that the polarization energy is the sum of the
SCF polarization energy for monomer B plus the MM polarization
energy for monomer A. QM+ QM denotes the sum of the SCF
polarization energies for monomers A and B; MMMM denotes the
sum of the MM polarization energies for monomers A and B. Dipole
+ dipole is the traditional polarization energy calculated from the
induced dipoles for both A and B. Error is the sum of the mix term

whereas the induced charge model is inherently anisotropic as
it is constrained by the molecular structure.

For the water dimer of Figure 1 (WW), the classical water
model cannot polarize perpendicular to the plane. We therefore
see superior results in the planar WWpl system (Figure 7b)
where this deficiency is artificially removed. In cases such as
WWpp (Figure 7c) where there should be significant polarization
perpendicular to the plane, Figure 6 (second bar) shows that
this anisotropic model underestimates the polarization energy.
However, the isotropic model (sixth bar) overestimates the

and the counterpoise correction and is used to set the error bars on thepolarization by a greater amount and so is in greater error.
polarization energy calculated using Morokuma energy decomposition |ndeed, the anisotropic induced charge model is superior to the

analysis.

the QM entity. Third, the combined QM polarization energies
inevitably underestimate the effect, because in the QM/MM
calculation ofEs, the MM part is not at all polarized and so the

isotropic induced dipole model in all the systems represented
in Figures 6 and S6.

The problem of polarization perpendicular to the plane can
be addressed using point charges sited 0.1 A above and below
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TABLE 8: B3LYP/DZVP QM/MM Interaction Energies (kJ mol —1) between Methylsuccinyl-Ala-Ala-Pro-Ala Chlormethyl
Ketone and Various Selected Human Neutrofil Elastase Residuks

elec SCF pol MM pol MM pol total
atom/residue RIA X(QM) E:—E Es— E (Ea— E3)/2 (Es — E»)/2 polarization
oV31 10.9 HAImMS —-0.33 —0.06 0.00 0.00 —0.06
HyY94 4.1 2HB Pro 4 0.85 —0.06 —-0.01 0.00 —0.07
Ho2 F192 2.1 HA Alm 5 —-10.82 —-0.91 —-0.83 —-0.02 -1.76
H G193 1.9 O AIm5 —12.37 -1.70 -1.73 —-0.07 —3.50
Hy S195 2.1 HXT Aim 5 5.37 -1.74 —0.34 —0.00 —2.09
0oV216 2.0 H Ala 3 —26.09 -3.07 —2.55 —-0.19 —5.81
H G218 2.3 HO1 MSU1 —-0.73 —0.61 —0.56 —0.09 —-1.09

2 The closest distance of approaéh,between key atoms is also given along with the identity of these residues, which can also be found by
reference to Figure 8. “Elec” is the electrostatic interaction enefgy-{ E;), “SCF pol” is the polarization energy due to the SCF proc&ssH
Ez), “MM pol” is the polarization energy due to the induced charges frein- Es) or (Es — E4), and “total” is the sum of the SCF and MM
polarization energies. The classical correction to the field was not applied.

the plane, as shown in Figure 6 (WWppQ). However, the

polarization energy is overestimated and the resulting induced

charges (not shown) are nonphysical. We therefore conclude

that although the methodology permits such an approach, it

would require a degree of parametrization that is beyond the . Val 31
scope of this article.

The polarization energy component of the energy relative to Gly 193
the total electrostatic and polarization energy in Figures 4 and
5is 15+ 3% for 1 iteration or 15t 4% for full iteration. This
percentage is remarkably close to thet15% for the (different)
systems in Figure 6. (The percentage relative to the total
qguantum mechanical interaction energy is much higher#37
19%) because the exchange repulsion term is almost equal and
opposite in magnitude to the electrostatic term; the polarization 8;8» _
term is similar in magnitude to the charge-transfer term.) This __ - ¥ el @
percentage drops to 6 2% for the systems extended by 1 A ' : ¢
(Figure S6) where the equilibrium bond length has been
extended 1 A (and the percentage relative to the total energy =
is similar at 6+ 2% because the exchange-repulsion term is Val 218
reduced significantly in magnitude). Consideration of these '
values shows that although polarization is not the most important
term, its magnitude is sufficiently large to determine the outcome Phe192
of competing reactions with similar energetics. These calcula-
tions show that the SCF polarization is less than half of the full
polarization energy, hence the need for MM polarization.

In summary, we conclude that when assessed against Moro-
kuma energy decomposition analysis, the QM/MM induced
charge model performs well. G|y 216

Contribution to Protein —Ligand Interactions. To assess
the affect of geometry on the polarization calculations, we have
studied two systems of biological interest. The first is the 1.84 Figure 8. Space-filled peptide analogue ligand methylsuccinyl-Ala-

A structure of human neutrophil elastase, a serine proteaseAla-Pro-Ala chlormethyl ketone interacting with selected residues from
interacting with the peptide analogue ligand methylsuccinyl- human neutrophil elastase.

Ala-Ala-Pro-Ala chlormethyl ketone. Hydrogen atoms were

added and the system was minimized using MOE. It therefore more constant proportion (1& 4%) as the systems were all
represents an equilibrium system before attack on the Ala P1hydrogen bonded. Here the interactions are more heterogeneous
carbonyl group by @ of Ser 195 (The key €0 distance is and the polarization ceases to be such a uniform proportion and
3.24 A). The second system is propranolol fadrenergic this is probably the main reason for including it.

antagonist) interacting with a model of th&-adrenergic A similar picture emerges in the propranotgl,-adrenergic
receptot®? generated from a restrained molecular dynamics receptor interaction (Table 9, Figure S7). Here we see that the
study. The energy components for the pair wise interaction electrostatic interaction energy can be positive (residues 264,
between the quantum mechanical ligand and selected classical89, 293) or negative (residues 103, 183, 283), but the SCF
residues are given in Tables 8 (peptide ligand) and 9 (pro- procedure always lowers the energy; for residues 103 and 293
pranolol). this lowering is insignificant because of the long distances

For the peptide inhibitor (Figure 8, Table 8), the polarization involved. For the close interactions, the polarization energy due
energy can amount to 30% of the electrostatic energy (Gly 193), to the induced charges is generally of the same magnitude as
and for Gly 218 is even greater in magnitude. In this config- the SCF polarization energy (e.g., for Asn 264), but for Asn
uration, the polarization energy significantly reduces the repul- 183, this lowering is greater{1.1 compared te-0.1 kJ mot™?).
sive electrostatic interaction between Ser 195 and the inhibitor. In all cases apart from Asn 283, the SCF energy converged to
In Figures 4 and 5 the polarization energy contributed a much 5 decimal places after just one iteration of the polarization

< Ser 195
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TABLE 9: HF/6-31G* QM/MM Interaction Energies
(kJ mol~1) between Propranolol and Various Selected
Asparagine Residue3

elec SCF pol total total
Asn RIA X(QM) X(Asn) E;—E; Es—E, MM pol polarization
103 15.2 H(@) O -1.9 0 -0.1 -0.1
183 4.3 H(G) Os -51 -01 -11 -1.2
264 52 H Hs21 24 -01 -02 -0.3
283 23 H(G) N —22.7 -—14 0.3 -1.1
280 24 H Hs2o 198 -1.0 -05 -1.5
293 93 H Hps 6.4 0.0 -01 -0.1

2The closest distance of approadR, between key atoms is also

given along with the identity of these residues, which can also be found

by reference to Figure S7. Here H(Cindicates a hydrogen atom
attached to carbon labeled:CThe other details are as for Table 8.

process; in all cases the energy had fully converged after just

J. Phys. Chem. A, Vol. 110, No. 20, 2008495

water mediated proteirligand interactions, as observed for
example in HIV protease and dihydrofolate reductase, which
may require a hybrid QM/MM approach, but also for modeling
bulk water where it has been shown that standard water models
do not necessarily reproduce the asymmetric strength of
hydrogen bonds in bulk waté$®

Polarization effects generally contribute about 10% of the
total energy and so including polarization in the MM region of
a hybrid QM/MM calculation makes a significant contribution
to the total interaction energy. Thus in the applications reported
here, the polarization energy is roughly twice that reported in
standard QM/MM calculations with fixed MM charge distribu-
tions. The “benchmark” polarization energy calculations show
that the use of well-chosen standard unmodified polarizabilities
gives good interaction energies.

For the small dimeric systems presented here, implementation

two iterations. The results for residue 289 (as for Ser 195 above)0f the method is straightforward. For more complex systems,

are illuminating as they show a net gain in polarization energy
of —1.5 kJ mof?, showing that polarization can play a role in
helping to reduce repulsive interactions in proteligand
interactions, as well as further stabilizing attractive interactions.
The origin of the anomalous positive polarization energy for
Asn 283 (MM pol= 0.3) is similar to that for the anomalous
results for HCO-2H,0 (Figures 2 and S2) when the classical
correction was not included and is reported to illustrate that
care must to be taken in partitioning the system.

Here we have sought to gain additional insight into the
interactions within thgs,-adrenergic recepterligand complex

by applying the method at a geometry pre-computed using a

lower level of theory. Such an approach is well established
within theoretical chemistry, as most elegantly illustrated in the
various variants of ONIOM3:102-104 G1 105 G2106 gnd G397
levels of theory. For more detailed applications involving
geometry optimization or molecular dynamics, the strategy
should be implemented with a variant of the mulfit approach
for which derivatives are readily calculatéd.

Conclusions

We have presented a method for modeling polarization and 1,7
have assessed its performance in hybrid QM/MM calculations

consideration of geometric effects is important in setting up the

calculations as two contrasting effects are significant. Though
the basic method involves iteration, the results, particularly those
involving interactions at nonequilibrium distances or interactions

to distant residues within a protein, show that in many cases
only one iteration is required. Indeed, many interactions within

a protein could be ignored completely because the polarization
effects are so small. However, for certain trimers and other more
complex systems such as Asn 283 in the receptor:ligand
complex, care needs to be taken in partitioning the system so
classical-classical polarization is included where necessary.

Supporting Information Available: Figures S+S7 of
atomic charges, polarization energies, and the interaction
between propranolol and asparagine residues. This material is
available free of charge via the Internet at http://pubs.acs.org.
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